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e-mail: vcosmin@info.uaic.ro

PhD commission

Prof. Dr. Dorel Lucanu, Chairman (Univ. “Al.I.Cuza” Iaşi)
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Prof. Dr. Cătălin Dima (Université Paris-Est Créteil)
Associate Prof. Dr. Ing. Marius Minea (Politehnica University of Timişoara)
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3. F. L. Ţiplea, L. Vamanu, and C. Vârlan. Reasoning
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1 Introduction

The origin of the word anonymity can be traced back to the
Greek language where ὰνωνυμία (anonymia) means nameless.
The anonymity is frequently used with respect to an action some
individual does and its intended purpose is to hide the identity
of that individual. Usually, the identity of the person who did
the action is hidden among a group of identities of some persons
that could do the action (the anonymity set) [48].

Some domains where the anonymity is required are: informa-
tion forensics, voting systems, charity acts, sharing unpopular
ideas or, when thinking about the actions an individual might
do in an electronic environment, the anonymity can be applied
to electronic mail, electronic commerce, electronic cash etc.

În literature, the anonymity concept might be found in dif-
ferent forms. Some of them are:

• unlinkability – meaning that an observer is unable to estab-
lish a link between two agents that collaborated in order
to do an action (e.g. the observer is unable to see that
two agents communicated);

• undetectability – meaning that the observer is unable to
see if the item of interest (agent, message or action) really
exists in the system;

• role interchangeability – meaning that, as far as the ob-
server is concerned, two agents can interchange their roles
in the sense that the actions performed by one of them
may be seen by the observer as being performed by the
other agent [48].
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Untraceability is a type of anonymity meaning that an ob-
server is not able to correctly say the path an agent, an indi-
vidual or a product has followed to travel between two points.
This type of anonymity has various application like anonymize
the route of an individual who travel through different coun-
tries and, even though in each country his passport will be ver-
ified, his traveling plans have to remain secret to an external
observer. Various techniques were proposed to obtain untrace-
ability of passports, most of them based on RFID untraceability
and anonymity [51]. An other field where untraceability is nec-
essary is in inteligent transport systems (ITS), for obtaining
anonymous feedback about traffic condition. The idea is for an
user to record GPS information and to wirelessly pass it from car
to car in a certain area. When a traffic jam appears, the drivers
are informed about it in real time; however, because there are
more then only one car in the traffic, none of the drivers or ex-
ternal observers can see who originated the information about
the jam and that assures both anonymity and untraceability to
the drivers [67, 69, 68].

The thesis is organized in seven chapters.
In the introduction we presented a brief overview of the do-

main, the novelty of the thesis, its structure, and basic elements
of cryptography.

Chapter 2 has three sections. In the first section, two meth-
ods for obtaining anonymity, their problems, and solutions to
those problems are described: Mix Nets and DC-nets. In the
second section, following [48], the terminology used in anonymity
studies is presented. We conclude this chapter with two models
that can be used to describe anonymity: CSP and epistemic
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logic.
In chapter 3, starting from the basic modal logic, an epis-

temic logic is created. In order to be able to talk about epistemic
logic, an observational equivalence between the states of the sys-
tem has to be defined. We describe a formalism that can be used
to model security protocol and enrich it in order to be able to
reason not only about the messages that are sent in the system,
but also about the actions made by the agents. Based on this
model, we create an observational equivalence and an epistemic
logic suited for our needs. A set of deduction rules that can be
used by the agents to reason about the facts they recorded is
also provided in this chapter. We conclude by formalising sev-
eral types of observers (with partial view, total view, mobility).

In chapter 4, starting from the formalism and the epistemic
logic defined in chapter 3, we define the anonymity concepts
we are interested in: minimal anonymity, group anonymity, un-
linkability, and role interchangeability. Different relationships
between the anonymity concepts are established. We also prove
that anonymity can be broken if the protocol is played in an ac-
tive intruder environment and also that an active intruder may
induce it even though the protocol is not designed to preserve
anonymity.

In chapter 5, we study the decidability problems induced
by minimal and group anonymity. It is shown that both min-
imal and group anonymity decision problems w.r.t. an honest
agent (or the intruder) in an unrestricted security protocol are
undecidable.

In chapter 6, the complexity of minimal and group anonymity
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in (T, k)1-bounded protocols is studied. It is shown that the
minimal anonymity problem for basic-term actions w.r.t. an
honest agent or the intruder is in NEXPTIME. For 1-session
bounded protocols with basic terms actions, the minimal anony-
mity problem is in NP . Similar results are obtained for group
anonymity.

I would like to thank my supervisor Professor Dr. Ferucio
Laurenţiu Ţiplea for the time he invested in working with me,
for not only telling me how to research, but showing me as well,
for being there for me not only as a supervisor, but also as a
friend. My thanks also go to the student Loredana Vamanu who
helped in developing the framework used here.

1a (T, k)-bounded protocol uses only a finite set of basic terms T ⊆ T0
and the length of the messages has to be at most k.
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2 Modelling Anonymity

The seminal work that marked the development of a formal
study of anonymity-related properties is that of David Chaum
[6, 7, 8] who proposed a method by which an agent A can send
a message to an agent B without revealing his identity. The
main idea is to use a mix net which takes the message from A
and resend it from one mix to another until it reaches B. Each
mix hides the correspondences between its input messages and
its output messages. The messages are multiple encrypted by
public keys so that no mix knows who originated the messages.
By using a return address, the sender A can protect his iden-
tity as a receiver too. Moreover, someone observing the network
traffic cannot tell that A and B communicated and, therefore,
this method provides unlinkability as well. Chaum’s mix nets
have had a great impact on the development of anonymity tech-
nologies, such as The Onion Routing [16].

In 1996, a formalization of anonymity in the process algebra
of Communicating Sequential Processes [55], has been proposed.
The main idea was to use a renaming function fA on a set A
of events and to say that a process P is strongly anonymous
on A if f−1A (fA(P )) = P . That is, whenever an event α is
possible in the renamed process fA(P ), then any possible event
from A should have been possible in the original process P .
The strong anonymity concept was then used to model Chaum’s
dining cryptographers problem [8].

An epistemic formalization of various anonymity properties
has later been pioneered in [59, 28]. The epistemic approach
in [59] focuses on anonymity in security protocols. The authors
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show how the agent states can be augmented with information
about actions performed by agents during protocol computa-
tions, and then propose an inference mechanism by which more
information can be deduced. Several anonymity concepts are
then proposed and discussed. The epistemic approach in [28]
models anonymity in a multi-agent system framework. This
is a very nice and general approach to talk about anonymity-
related properties and many other papers on anonymity built
on it [42, 65, 62, 14, 66].

A rather different but very interesting approach to anonymity
was proposed by Hughes and Shmatikov [33]. Based on the
concept of a function view as a concise representation of the
intruder’s partial knowledge about a function, a rich variety of
anonymity-related properties were proposed. As it was shown in
[28], Hughes and Shmatikov’s approach is closely related to the
epistemic approach, although function views are not expressive
enough to capture all aspects of information hiding.

The cryptographic protocol logic (CPL) proposed in [38] came
as an ambitious general framework for formalizing a very large
class of security properties. While CPL seems very expressive,
the model checking problem for it is undecidable and not too
much about decidable fragments and proof systems for the core
CPL is known.

A trace-based property is a property that holds for a system
if it holds for individual traces (runs) of the system. Authenti-
cation for security protocols is such a property, but anonymity
cannot (naturally) be defined as a trace-based property; it usu-
ally requires an observational equivalence. The anonymity con-
cepts in [59] are not based on any observational equivalence.
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Halpern’s approach [28] in studying anonymity is a very general
one, so the observational equivalence is not precisely defined.
The approach in [23] uses a reinterpretation function in order
to define the equivalence of two messages with respect to a given
set of messages. Then, the observational equivalence is defined
on runs (restrictions of runs to the actions performed by some
agent): if two corresponding states are not equivalent, then the
runs are not. Observational equivalence is also the main topic
in [11, 13]. However, these papers focus on the relationship be-
tween a form of the observational equivalence in an applied π-
calculus framework, indistinguishability, and trace equivalence.
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3 Epistemic Logic

Starting from the formalism in [50], we created a new formalism
in which agent states are couples of the form sA = (sA,m, sA,f ),
where sA,m is a set of messages known by agent A in state s
and sA,f is the set of facts recorded or deduced by A in s.

3.1 Action Analysis in a Security Protocol

Roughly speaking, a security protocol is a sequence of actions
made by some agents in order to protect some exchanged data.
These actions can be of the type:

• a send action is of the form A!B : (M)t;

• a receive action is of the form A?B : t.

Such a securoity protocol is the one in 1

A !B : ({NA,K}) {A,B,H,NA,K}Ke
B

B ?A : {A,B,H,NA,K}Ke
B

B !A : {NA, B, T icket}K , {NA, B, T icket}Kd
B

A ?B : {NA, B, T icket}K , {NA, B, T icket}Kd
B

A !C : {Ticket, {Ticket}KAH
}KAC

C ?A : {Ticket, {Ticket}KAH
}KAC

C !H : {{Ticket}KAH
}KCH

H ?C : {{Ticket}KAH
}KCH

Figure 1: Security protocol example
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In this example, agent A wants to access a resource H which
is guarded by an agent C. Agent C will grant access to any
agent that posses a ticket that can be obtained from agent B.
In order to obtain the ticket, agent A generates a nonce NA and
a key that will be used by agent B to securely send him the
ticket. The agent B will also provide a proof that indeed he is
the one that generated the ticket by signing it. In the end, the
agent A uses the ticket to access H through C.

Security protocols can be analyzed in order to check if they
satisfy a certain property. A property intensively studied was
secrecy. To check secrecy, it is enough to analyze the mes-
sages known by the agents (especially the ones known by the
intruder). To verify that a protocol satisfies the anonymity, we
are interested if an observer can link the identity of an agent
with the action he made (e.g. the sending or the receiving ac-
tion); therefore, both messages and actions made by the agents
are important and have to be considered.

We considered six types of facts that the agents can record by
observing the actions executed in the security protocol. These
facts are: sent, rec, shared key, gen, auth, and hop. The facts
are atomic propositions and will be used in the epistemic logic
that we will define later. A detailed description and an example
for each fact follows.

• sent facts – Each agent X who sends a message t to some
agent Y records a fact sent(X, t, Y ). For instance, when
the first action of the protocol in our example will be per-
formed, A records sent(A, {A,B,H,NA,K}Ke

B
, B);

• rec-facts. According to the intruder type, two cases are to
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be considered:

1. passive intruder . If an actionX ?Y : t was performed
by X, then X may safely record a fact rec(X, t, Y )
because he knows that the message he received is
from Y . For instance, if the second action in our run-
ning example was performed in some computation,
then B may record rec(B, {A,B,H,NA,K}Ke

B
, A);

2. active intruder . If an action X ?Y : t was per-
formed by X, then X might not be sure whether
t comes from Y or from the intruder. In such a
case X records a fact rec(X, t, (Y, I)) which shows
that t may be from Y or from I. For instance, if
the second action in our running example was per-
formed in some computation, then B records the fact
rec(B, {A,B,H,NA,K}Ke

B
, (A, I));

• shared key-facts. The fact shared key(Z,X, Y,K) means
that Z randomly generated a short-term key K to be used
by X and Y as a shared-key. In our protocol, the fact
shared key(A,A,B,K) is the fact to be recorded by A
when the first action of the protocol is performed. When
B receives the message from A, by protocol meaning he
will also be able to record the same fact;

• gen-facts. When an agent X encrypts a message such that
only an agent Y could understand it, the agent also records
a fact of the form gen(X,m, Y ) (m is the encrypted mes-
sage). For example, gen(A, {A,B,H,NA,K}Ke

B
, B) is re-

corded by A after the execution of the first line of the
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protocol in our example;

• auth-facts. In the third action of the protocol, the mes-
sage sent by B to A contains a sub-message of the form
{NA, B, T icket}Kd

B
. This is in fact B’s digital signature on

the message (NA, B, T icket).This fact will be denoted by
auth(B, (NA, B, T icket, {NA, B, T icket}Kd

B
)) and recorded

in B’s state;

• hop-facts. The ticket obtained by A from B is passed
to the service H via C. We will say that C is a hop
between A and H with respect to the message Ticket,
and write hop(A,C,H, T icket). This fact will be recorded
by H when he receives Ticket because he knows that such
a ticket can reach him only via C.

Definition 1 A message t is called decomposable over an agent
state s = (sm, sf ) if it is in one of the cases:

• t ∈ T0;

• t = (t1, t2) for some messages t1 and t2;

• t = {t′}K for some message t′ and key K with K−1 ∈
analz(sm);

• gen(A, t,B) ∈ sf for some honest agents A and B.

The last case in Definition 1 (“gen(A, t,B) ∈ sf”) covers
the case when A generates t for B by encrypting some message
by B’s public key. Agent A does not know B’s corresponding
private key, but knows how he built t and, from this point of
view, we may say that t is decomposable.
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Definition 2 The function trace(t, s), where t is a message and
s = (sm, sf ) is an agent state, is given by:

• trace(t, s) = {t}, if t ∈ T0;

• trace(t, s) = {t} ∪ trace(t1, s) ∪ trace(t2, s), if t = (t1, t2)
for some terms t1 and t2;

• trace(t, s) = {t}, if t is not decomposable over s;

• trace(t, s) = {t}∪ trace(t′, s), if t = {t′}K is an encrypted
but decomposable message over s.

Starting from the recorded facts, an agent can deduce more
facts. For example, when an agent knows that “Agent A sent
the message t to agent B.”, he should also be capable to infer
that “Agent A sent the message t.” or that “Agent A sent a
message to agent B.” or simply that “Agent A sent a message.”
(sent(A, t), sent(A,B), sent(A)). The inference rules from the
tables 1 and 2 can be used by an agent to deduce new facts from
the ones he already has.

Even though agent C does not directly record a fact of the
form sent(A, ticket, C), by using the inference system provided,
he can easily infer that the ticket was sent by A. In Figure
2 we present the facts that are infered by the agent C after
the execution of the sixth line of the protocol in Figure 1. In
Figure 2, the left hand side represents the facts that agent C can
deduce in state s while the right hand side justifies how those
facts are obtained (e.g. the fact rec(C, T icket, A) obtained at
line seven, uses the facts from the lines five and six together
with the deduction rule R5).
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(S1)
sent(A, t,B)

sent(A, t), sent(A,B), sent(t, B)
(S2)

sent(A,B)

sent(A)

(S3)
sent(A, t)

sent(A), sent(t)
(S4)

sent(t, B)

sent(t)

(S5)
sent(A, t,B), t′ ∈ trace(t, s)

sent(A, t′, B)

(R1)
rec(A, t, x)

rec(A, t), rec(A, x), rec(t, x)
(R2)

rec(A, x)

rec(A)

(R3)
rec(A, t)

rec(A), rec(t)
(R4)

rec(t, x)

rec(t)

(R5)
rec(A, t, x), t′ ∈ trace(t, s)

rec(A, t′, x)

Table 1: Deduction rules (1)
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(RG)A
rec(A, {t}KAB

), ¬gen(A, {t}KAB
, B)

gen(B, {t}KAB
, A)

(RA)
rec(t, {t}Kd

A
)

auth(A, (t, {t}Kd
A

))

(RG′)A
rec(A, {t}K), shared key(C,A,B,K), ¬gen(A, {t}K , B)

gen(B, {t}K , A)

(RS)
rec(A, t,B)

sent(B, t,A)
(RGS)

rec(A, t), gen(B, t,A)

sent(B, t, A)

(RAS)
rec(t), auth(A, t)

sent(A, t)
(SGS)

sent(A, t), gen(A, t,B)

sent(A, t,B)

(RGR)
rec(A, t, (B, I)), gen(B, t,A)

rec(A, t,B)

(RShR)
rec(A, {t}K), shared key(C,A,B,K), ¬gen(A, {t}K , B)

rec(B,K,C)

(SGR)
sent(A, t,B), gen(C, t,B), hop(C,A,B, t)

rec(A, t, C)

(RGHS)
rec(B, t,A), gen(C, t,B), hop(C,A,B, t)

sent(C, t, A)

Table 2: Deduction rules (2)
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1. rec(C, {Ticket, {Ticket}KAH
}KAC

, (A, I)) ∈ sC
2. ¬gen(C, {Ticket, {Ticket}KAH

}KAC
, A) ∈ sC

3. rec(C, {Ticket, {Ticket}KAH
}KAC

) 1, S1

4. gen(A, {Ticket, {Ticket}KAH
}KAC

, C) 3, 2, RG

5. rec(C, {Ticket, {Ticket}KAH
}KAC

, A) 1, 4, RGR

6. T icket ∈ trace({Ticket, {Ticket}KAH
}KAC

) ∈ sC
7. rec(C, T icket, A) 5, 6, R5

8. sent(A, T icket, C) 7, RS

Figure 2: Deduction example

3.2 Observational Equivalence

Anonymity, and other similar properties, are crucially based on
what agents are able to “observe”. If two distinct messages
can be decomposed into the same atomic messages or both are
encrypted by keys the agent A does not know, then the two mes-
sages are “observationally equivalent” from A’s point of view in
the sense that none of them reveals more “meaningful informa-
tion” to A than the other. This can be extended to facts and
agent states as follows.

Definition 3 Given a pair of agent states (s, s′) define the bi-
nary relation ∼s,s′ on message terms by:

15



• t ∼s,s′ t, for any t ∈ T0;

• t ∼s,s′ t
′, for any term t undecomposable over s and any

term t′ undecomposable over s′;

• (t1, t2) ∼s,s′ (t′1, t
′
2), for any terms t1, t2, t′1, and t′2 with

t1 ∼s,s′ t
′
1 and t2 ∼s,s′ t

′
2;

• {t}K ∼s,s′ {t′}K , for any terms t and t′ and any key K
with t ∼s,s′ t

′ and K−1 ∈ analz(sm) ∩ analz(s′m).

Component-wise extend the relation ∼s,s′ to facts:

P (t1, . . . , ti) ∼s,s′ P (t′1, . . . , t
′
i) ⇔ (∀1 ≤ j ≤ i)(tj ∼s,s′ t

′
j).

Definition 4 Two agent states s = (sm, sf ) and s′ = (s′m, s
′
f )

are observationally equivalent, denoted s ∼ s′, if the following
hold:

• analz(sm) ∩ T0 = analz(s′m) ∩ T0;

• for any ϕ ∈ Analz(s) there is ϕ′ ∈ Analz(s′) such that
ϕ ∼s,s′ ϕ

′;

• for any ϕ′ ∈ Analz(s′) there is ϕ ∈ Analz(s) such that
ϕ′ ∼s′,s ϕ.

Let us consider that s = (sm, sf ) and s′ = (s′m, s
′
f ) are two

agent states, where sm = {{NC}K}, sf = {rec(A, {NC}K , B)},
s′m = {{C,NC}K}, s′f = {rec(A, {C,NC}K , B)}, and K is a
symmetric key. According to Definition 4, s and s′ are observa-
tionally equivalent. If we replace sm above by {{NC}K , C,K}
and s′m by {{C,NC}K ,K}, then s and s′ are not anymore ob-
servationally equivalent because from rec(A, {C,NC}K , B) and

16



s′m one can infer rec(A,C,B), and this fact cannot be inferred
from rec(A, {NC}K , B) and sm.

Proposition 5 The observational equivalence on agent states
is an equivalence relation decidable in O(f4l4) time complexity,
where f is the maximum number of facts in the states, and l is
the maximum length of the messages in the states.

3.3 Epistemic Logic and its Semantics in Se-
curity Protocols

The epistemic logic we use is only a fragment of classical epis-
temic logic in the sense that it does not allow the imbrication
of knowledge operators.

Definition 6 The syntax of the epistemic logic is given by the
formulas of type ψ defined as below:

ϕ ::= p |ϕ ∧ ϕ | ¬ϕ

ψ ::= ϕ |ψ ∧ ψ | ¬ψ | KAϕ | EGϕ | DGϕ

where p ranges over a countable set Φ of atomic propositions,
A ranges over a non-empty finite set A of agent names, and G
ranges over non-empty subsets of A.

As usual we use PAϕ as an abbreviation for ¬KA¬ϕ.

Definition 7 Let P be a security protocol. The truth value of
a formula ϕ in P is defined inductively as follows:

17



• P |= ϕ iff (P, s) |= ϕ, for any reachable state s in P;

• (P, s) |= ϕ iff (P, sA) |= ϕ, for some agent A ∈ A− {I};
• (P, s) |= ¬ϕ iff (P, s) 6|= ϕ;

• (P, s) |= ϕ ∧ ψ iff (P, s) |= ϕ and (P, s) |= ψ;

• (P, s) |= KAϕ iff (P, s′A) |= ϕ, for any reachable state s′

with s′ ∼A s;

• (P, s) |= EGϕ iff (P, s) |= KAϕ, for any A ∈ G;

• (P, s) |= DGϕ iff (P, s′G) |= ϕ for any reachable state s′

with s′ ∼G s, where ∼G= ∩A∈G ∼A and s′G = ∪A∈Gs′A.

Definition 8 For any formula ϕ which does not contain any
knowledge operators, and for any agent A ∈ A, (P, sA) |= ϕ is
defined as:

• if ϕ = p then (P, sA) |= ϕ iff p ∈ Analz(sA);

• if ϕ = ϕ1 ∧ ϕ2 then (P, sA) |= ϕ iff (P, sA) |= ϕ1 and
(P, sA) |= ϕ2;

• if ϕ = ¬ϕ1 then (P, sA) |= ϕ iff (P, sA) 6|= ϕ1.

The formula KAϕ means “agent A knows ϕ”. It holds in a
reachable state s iff ϕ holds in s and in any other reachable state
that is observationally equivalent to s with respect to A.

The formula EGϕ stands for “all agents in group G know ϕ”
and it holds in a reachable state s of the protocol if each agent
A ∈ G knows ϕ.

The formula DGϕmeans “ϕ is a distributed knowledge among
agents in G”. It holds in a state s of the protocol iff it can be
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inferred from the knowledge the agents in G have in state s and
it has to be true in each state equivalent to s that every agent
from the D-coalition consider possible.
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4 Minimal and Group Anonymity

In the fourth chapter of the thesis we formalized two types of
anonymity: minimal anonymity and group anonymity. Varia-
tions of these concepts (like unlinkability, role interchangeability)
and also relationships between the anonymity concepts formal-
ized were presented in the thesis. In this summary we will only
present minimal and group anonymity and the relations that
can be established for different types of actions and various ob-
server models. The reason for which we studied anonymity from
two perspectives: when the protocol is executed in an environ-
ment where the intruder is active and passive respectively is
motivated by one of the theorems that will follow.

4.1 Minimal Anonymity

Intuitively, minimal anonymity means that an action made by
an agent is not seen by the observer. This might be because the
observer has partial view and the agent is not in his view set
or because the observer is not able to deduce that the action
happened.

Definition 9 Let P be a security protocol, X an observer,

An action act of P is minimally anonymous w.r.t. X if the
following property holds:

P |= act⇒ ¬KXact.

Minimal anonymity of act w.r.t. an observer X in P means
that, whenever act has occurred at some state s ∈ Reach(P),
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then there exists a state s′ ∈ Reach(P) such that s′ ∼X s and
X is not able to infer act in s′X . We abbreviate the formula
“act⇒ ¬KXact” by ϕ(act,X).

As an example, the action sent(B, T icket, A) is minimally
anonymous w.r.t. C in the protocol in Figure 1. This is because,
whenever this action is performed, C is not able to deduce it
from his knowledge.

An active intruder might change the anonymity status of an
action in a protocol; we prove that in the following theorem.

Theorem 10 1. There are protocols P, actions act, and ob-
servers X such that act is minimally anonymous w.r.t. X
in P under a passive intruder, but act is not minimally
anonymous w.r.t. X in P under an active intruder.

2. There are protocols P, actions act, and observers X such
that act is minimally anonymous w.r.t. X in P under an
active intruder, but act is not minimally anonymous w.r.t.
X in P under a passive intruder.

3. For any protocol P, basic-term action act, and observer
X, if act is minimally anonymous w.r.t. X in P under an
active intruder, then act is minimally anonymous w.r.t. X
in P under a passive intruder.

The proof of this theorem is based on finding some partic-
ular security protocols and some specific attacks that can be
performed by an active intruder and those attacks have the role
of modifying the anonymity status of a certain action. The case
in which the action is built only using basic terms has to be
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treated differently because if such a fact exists in a state s and
s is observational equivalent with s′ from some agent’s perspec-
tive, then s′ also has to satisfy the basic term action (this is due
to the way observational equivalence relation over facts is built).
The proof of the third part of the theorem is based on the fact
that an active intruder might choose to behave as a passive one.

4.2 Group Anonymity

Intuitively, an action is anonymous in a group of agents if, after
the run is finished, the observer can see the action as being done
by each agent from that group. Formally, de group anonymity
is defined as it follows.

Definition 11 Let P be a security protocol, X an observer, and
G a nonempty set of agents with G ∩ (X1 ∪ X2 ∪ {X, I}) = ∅.

A mono-agent action act(A) of P is anonymous within G
w.r.t. X if P |= ψ(act(A), G,X), where

ψ(act(A), G,X) = (PXact(A)⇒
∧
C∈G

PXact(C)).

(act(C) is obtained from act(A) by replacing A by C).

Anonymity of act(A) within G w.r.t. an observer X means
that, whenever act(A) has occurred at some state s then, for
any C ∈ G, there exists a state s′ such that s′ ∼X s and X can
infer act(C) in s′X (in other words, X thinks that any C ∈ G
might have been performed act).
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In order to exemplify the group anonymity, consider the pro-
tocol P in Figure 3.

The fact sent(A, t) is anonymous in the group {A,B} from
S’s point of view. The agent S is not able to deduce if the
message t comes from agent A. That is because this message is
encrypted with a key known by both agents A and B. Because
any of these agents is able to encrypt the message t with the key
K, and because the messages can reach S only via H who does
not share information about the origin of the message, after the
last line of the protocol had been executed, agent S will be able
to deduce both sent(A, t) and sent(B, t).

S !A : ({K}){K,H}KSA

A ?S : {K,H}KSA

S !B : {K,H}KSB

B ?S : {K,H}KSB

A !H : {{t}K , S}KAH

H ?A : {{t}K , S}KAH

B !H : {{t′}K , S}KBH

H ?B : {{t′}K , S}KBH

H !S : {{t}K , {t′}K}KSH

S ?H : {{t}K , {t′}K}KSH

Figure 3: Security protocol for exemplifying group anonymity

A similar result as in the case of the minimal anonymity was
proved also for group anonymity:
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Theorem 12 1. There are protocols P, actions act(x), groups
G of agents or message terms, and observers X such that
act(x) is anonymous within G w.r.t. X in P under a pas-
sive intruder, but act(x) is not anonymous within G w.r.t.
X in P under an active intruder.

2. There are protocols P, actions act(x), groups G of agents
or message terms, and observers X such that act(x) is
anonymous within G w.r.t. X in P under an active in-
truder, but act(x) is not anonymous within G w.r.t. X in
P under a passive intruder.

3. For any protocol P, basic-term action act(x), group G of
agents or basic terms, and observer X, if act(x) is anony-
mous within G w.r.t. X in P under an active intruder,
then act(x) is anonymous within G w.r.t. X in P under a
passive intruder.

The proof idea is based on finding specific security protocols
examples and attacks that can modify their anonymity status.

4.3 Relationships Between Various Anonymity
Concepts

The analysis of different anonymity concepts defined earlier has
conduct to various relationships when the anonymity is formu-
lated with respect to observers who have different network mon-
itoring capabilities. Felations between anonymity of different
action types were obtained.
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Observers can have different network monitoring capabili-
ties. From this point of view, we will denote with H an honest
agent that can only observe the actions in which he is directly
involved, with Htv (total view) an agent that can observe all the
actions in the system, with Hpv (partial view) an observer that
can monitor only a fixed subset of agents and with Hm (mobil-
ity) an agent that can monitor a dynamic subset of agents (the
monitored agent set can be changed in each system state).

Proposition 13 Let P be a security protocol.

1. The implications in the diagram in Figure 4 hold for any
basic-term action act and any honest agent H (an arrow
means a logical implication; if two nodes are unrelated,
then the corresponding formulas are incomparable with
respect to the logical implication).

ϕ(act,Htv)

ϕ(act,Hpv)

ϕ(act,Hm)

ϕ(act,H)

Figure 4: Minimal anonymity w.r.t. observers with different
views

2. For any coalition X of observers and any agent X ∈ X , if
ϕD(act,X ) holds in P, then ϕ(act,X) holds in P.
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The proof idea is based on the fact that if an action act is
minimal anonymous w.r.t. an agent that can monitor the entire
network, then if we reduce its view, he will definitely not be
able to deduce act. Because the mobility agent can monitor a
different set of agents then the partial view agent, the anonymity
from their point of view is incomparable.

Proposition 14 An action sent(A) (rec(A)) is minimally anony-
mous w.r.t. an observer X with a total view in a protocol P if
and only if A does not perform any send (receive) action in any
run of P.

The action sent(A) contains only basic terms. If this action
would be in the observer’s state then all the other observational
equivalent states have also to contain it which means that the
observer knows sent(A). Because the intruder can also monitor
the entire network, the previous proposition also holds for him.

Theorem 15 The implications in the diagram in Figure 5 hold
in the same protocol, where act ∈ {sent, rec} and X is an ob-
server (an arrow means a logical implication; if two nodes are
unrelated, then the corresponding formulas are incomparable
with respect to the logical implication).

The proof idea (for ϕ(sent(A), X) ⇒ ϕ(sent(A,B), X)) is
that if the action act(A,B) would not be anonymous form X’s
point of view than he could deduce that A sent something and
then ϕ(sent(A), X) will not hold.

The same direction in obtaining relations was followed for
group anonymity. To study group anonymity for various types
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ϕ(act(t), X)

ϕ(act(A), X)

ϕ(act(t, B), X)

ϕ(act(A, t), X)

ϕ(act(A,B), X)

ϕ(act(A, t,B), X)

Figure 5: Relationships between minimal anonymity concepts

of observers, the concept of outside identifiable has to be defined.
Roughly speaking, act is outside X identifiable if X cannot ob-
serve act without act being observed by other agents.

Definition 16 Let P be a security protocol, X and observer,
and act an action. We say that act is outside X identifiable if,
for any reachable state s of the protocol, the following property
holds:

s |= act ⇒ (∃A 6= X)(sA |= act).

Proposition 17 Let P be a security protocol.

1. The implications in the diagram in Figure 6 hold for any
honest agent H and basic-term action act outside H iden-
tifiable (an arrow means a logical implication; if two nodes
are unrelated, then the corresponding formulas are incom-
parable with respect to the logical implication).

2. If ψ(act,G,X) holds in P for some X ∈ X , where X is an
E-coalition, then ψE(act,G,X ) holds in P.
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ψ(act,G,H)

ψ(act,G,Hpv)

ψ(act,G,Hm)

ψ(act,G,Htv)

Figure 6: Group anonymity w.r.t. observers with different views

Let us consider an honest agent A who can only observe
the actions in which he is directly involved and suppose that
the action act is anonymous in a group G w.r.t. A. If we al-
low A to monitor some other agents then, for sure he will see
more actions but he will still be able to see that the agents
in G have performed the action. Therefore, giving more view
power to an agent will maintain group anonymity for an ac-
tion act. From this reason we can say that ψ(act(A), G,H) →
ψ(act(A), G,Hpv) holds. The proofs for the other implications
are similar.

Theorem 18 The implications in the Figure 7 hold for the
same security protocol P (G is a set of agents, T is a set of
messages and X is an observer).

Assume that P |=
∧

B∈A−{A,I} ψ(sent(A, t,B), G,X) and

let s be a reachable state of the protocol such that s |= sent(A, t).
Then, it must exists an honest agentB such that s |= sent(A, t,B)
(an agent can infer sent(A, t) from a fact sent(A, t,B) for some
agent B, or by using the deduction rule (RAS). In the second
case, sent(A, t,B) must be in A’s state, for some agent B).
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ψ(sent(A), G,X)

ψ(sent(A, t), G,X)

ψ(sent(A,B), G,X)

ψ(sent(A, t,B), G,X)

ψ(sent(t, B), G′, X) ψ(sent(t), G′, X)

∀t

∀B∀t

∀B

∀B

Figure 7: Relationships between group anonymity concepts

According to the hypothesis, for any agent C ∈ G there ex-
ists a reachable state s′ such that s′ ∼X s and s′X |= sent(C, t,B).
But then, s′X |= sent(C, t), showing that P |= ψ(sent(A, t), G,X).

The other implication can be proved in the same manner.
Using a multi-agent framework, it has been shown in [28]

that the anonymity of an action a performed by an agent i
within G and w.r.t. an agent j implies the minimal anonymity
of a w.r.t. j, whenever a is an exclusive action and |G| ≥ 3. The
exclusiveness of an action means that no two different agents can
perform the action.

This result holds true in our setting for security protocols.

Definition 19 Let P be a security protocol and A an honest
agent.

1. An action act(A) performed by A is globally exclusive if
s |= ¬(act(A) ∧ act(A′)), for any reachable state s of P
and any honest agent A′ 6= A.
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2. An action act(A) performed by A is locally exclusive if
sB |= ¬(act(A) ∧ act(A′)), for any reachable state s of P,
any honest agent B, and any honest agent A′ 6= A.

Clearly, global exclusiveness implies local exclusiveness.

Proposition 20 If a locally exclusive action act(A) of a secu-
rity protocol P is anonymous within G w.r.t. an honest agent
H and |G| ≥ 3, then act(A) is minimally anonymous w.r.t. H.
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5 Decidability Results

In this chapter we establish several undecidability results for
the anonymity concepts defined so far. The proofs are based on
the halting problem for counter machines and various reduction
techniques.

For easier expressing the results we obtained, we defined a
type τ for each action.

Each action has a type which is a tuple. For instance, the
action sent(A, t,B) has the type (s, a,m, a), where s stands
for “sent”, a for “agent”, and m for “message”. Similarly,
sent(t, B) has type (s,m, a), rec(A, t) has type (r, a,m), where
r stands for “rec”, and so on.

Minimal anonymity decision problems are denoted by MAP ,
the group anonymity decision problems are denoted by GAP .
The observer type is specified as an index.

Theorem 21 The problems MAP (τ), MAPpv(τ), MAPm(τ),
MAPtv(τ), MAPD(τ), and MAPE(τ) are undecidable for un-
restricted security protocols for any type of action τ .

Theorem 22 The problem MAPI(τ) is undecidable for unre-
stricted security protocols for any type of action τ except the
actions of the type (r, a, a), (r,m, a), and (r, a,m, a).

Theorem 23 The problems GAP (τ), GAPpv(τ), GAPm(τ),
GAPtv(τ), GAPD(τ) and GAPE(τ) are undecidable for unre-
stricted security protocols for any type of action τ .
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Theorem 24 The problem GAPI(τ) is undecidable for unre-
stricted security protocols for any type of action τ except the
actions of the type (r, a, a), (r,m, a), and (r, a,m, a).

Theorem 25 Role interchangeability problem is undecidable
for unrestricted security protocols for any type of action τ

To prove these theorems, the halt problem for counter ma-
chines is reduced to the complement of each of the problems in
the theorems (using a similar tehnique as the one in [61]). Be-
cause counter machines are equivalent to Turing machines we
can conclude that the analyzed problems are indeed undecid-
able.
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6 Complexity Results

Let P be a security protocol, T ⊆ T0 a finite set of basic terms,
and k ≥ 1. A (T, k)-run of P is any run with the property
that all terms in the run are built up upon T and all messages
communicated in the course of the run have length at most k.
When for P only (T, k)-runs are considered we will say that it
is a security protocol under (T, k)-runs or a (T, k)-bounded secu-
rity protocol, and denote this by (P, T, k). A bounded security
protocol is a (T, k)-bounded protocol, for some finite set T ⊆ T0
and k ≥ 1.

A 1-session bounded security protocol is a (T, k)-bounded
protocol obtained by applying each role at most once

Restricting security protocols in this manner, MAP and
GAP problems are decidable and we can study their complexity.

Theorem 26 MAP (τ) andMAPI(τ) are inNEXPTIME for
any τ if they are restricted to basic-term actions of type τ and
bounded security protocols. Moreover, except forMAPI(r, a, a),
MAPI(r,m, a), and MAPI(r, a,m, a), all the other minimal
anonymity problems restricted as above are complete forNEXPTIME.

The proof of this theorem is based on the results in [61]
where it was shown that the number of distinct events in a
(T, k)-run of a security protocol P is exponential w.r.t. the
length of the protocol. The fact that the problems are com-
plete for NEXPTIME was proved by reducing a language in
NEXPTIME to the complement of each problem (same idea
as in [61]).
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Theorem 27 MAP (τ) and MAPI(τ) are in NP for any τ if
they are restricted to basic-term actions of type τ and 1-session
bounded security protocols. Moreover, except forMAPI(r, a, a),
MAPI(r,m, a), and MAPI(r, a,m, a), all the other minimal
anonymity problems restricted as above are complete for NP .

The completeness was shown by using a reduction from 3–
SAT .

Similar results were obtained for group anonymity:

Theorem 28 GAP (τ) and GAPI(τ) are in NEXPTIME for
any τ if they are restricted to basic-term actions of type τ
and bounded security protocols. Moreover, except for GAPI(τ)
where τ is a rec-action type, all the other group anonymity
problems restricted as above are complete for NEXPTIME.

Theorem 29 GAP (τ) and GAPI(τ) are in NP for any τ if
they are restricted to basic-term actions of type τ and 1-session
bounded security protocols. Moreover, except forGAPI(τ) where
τ is a rec-action type, all the other group anonymity problems
restricted as above are complete for NP .

The proofs for these theorems followed a similar line as the
ones for minimal anonymity.
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7 Conclusions and Future Work

In this thesis we presented a formalism based on a fragment of
epistemic logic that can be used to reason about security proto-
cols properties. The observational equivalence that is the basis
of any epistemic logic was built to manage both the messages
sent by the agents and the actions they do. We enriched the for-
malism in [49] by adding facts (representing agent actions) and
we create an inference system that can be used by the agents to
reason about the knowledge they have.

Anonymity can be formulated with respect to various types
of observers. We have considered honest agents that only see the
actions they are involved in, honest agents with partial or total
view, agents that can change their view set (mobility), groups of
agents (E and D groups), and the intruder as an observer. The
intruder we considered is an active one. By our knowledge this is
the first time an active intruder is taken into consideration when
checking anonymity related properties. Our approach is justified
in Chapter ?? where it was shown that an active intruder can
break or add anonymity to a protocol.

Two types of anonymity were studied: minimal and group
anonymity. Variants of these were also presented (unlinkability
and role interchangeability). Anonymity of basic-term actions
was analyzed and various properties of the minimal and group
anonymity for these type of actions were presented. Relation-
ships between anonymity under different types of observers were
proved. Implications between the anonymity of different types
of facts were also shown.

Decidability and complexity results were obtained for the
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problems induced by the anonymity types we studied. We proved
that both minimal anonymity and group anonymity problems
are undecidable for unbounded security protocols by simulat-
ing counter machines with security protocols. The decidability
problems for both minimal anonymity and group anonymity for
receive actions in an active intruder environment still remain
opened.

For bounded security protocols, the anonymity problems be-
come decidable and their complexity can be studied. It was
shown that, for basic-term actions and bounded security pro-
tocols, all the problems induced by the minimal and group
anonymity are inNEXPTIME. Moreover, except the anonymity
cases for a receive action in an active intruder environment,
all the problems are complete for NEXPTIME. If 1-session
bounded security protocols are considered, the anonymity prob-
lems are in NP (and complete for NP if the actions are not the
receiving actions in an active intruder environment).

As it was shown in [48, 28, 57, 46], anonymity property for
security protocols can be treated in a probabilistic manner. For-
malising and reasoning about the probabilities in anonymity
might be an interesting starting point for further research.

The inference system we provided for the agent to reason
about the knowledge was not proved to be sound nor complete.
This is due to the fact that security protocol do not have a clear
semantics attached. Further studies about security protocol se-
mantics are also very appealing.

The formalism we used is limited in some cases: for exam-
ple, it is not able to express protocols were the receiver is not

36



fixed (such as Mix Nets protocols). This is due to the fact that
messages are considered only at a syntactic level and no seman-
tics is added. However, we are confident that the formalism we
use can be improved to reason about protocols like Mix nets
protocols.
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